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Abstract: - In this article, we propose a new approach for the churn analysis. Our target sector is Telecom
industry, because most of the companies in the sector want to know which of the customers want to cancel the
contract in the near future. Thus, they can propose new offers to the customers to convince them to continue
using services from same company. For this purpose, churn analysis is getting more important. We analyze
well-known machine learning methods that are logistic regression, Naive Bayes, support vector machines,
artificial neural networks and propose new prediction method. Our analysis consist of two parts which are
success of predictions and speed measurements. Affect of the dimension reduction is also measured for the
analysis. In addition, we test our new method with a second dataset. Artificial neural networks is the most
successful as we expected but our new approach is better than artificial neural networks when we try it with
data set 2. For both data sets, new method gives the better result than logistic regression and Naive Bayes.

Key-Words: - artificial neural networks, churn analysis, logistic regression, Naive Bayes, support vector
machines.

1 Introduction data to suitable format for the learning algorithms.
Value conversion is defined as converting the
One of the recent studies about customer churn continues data to discrete data. Value conversion
analysis was published in May, 2017 entitled methods can analyse the missing values as a
‘Customer Churn Analysis with Machine Learning different category. This part of the study is well
Techniques’ [1]. In this study, the authors tried to suited for the methods like logistic regression. In
generate three models wtih using support vector [3], the authors also use decision trees for the
machines, Naive Bayes classifier and multi layer conversion of continuous values to discrete values.
artificial neural networks algorithms. They worked Their data is consisting of 30,104 customer data
on 4667 customer data with 21 features and two with 156 discrete and 800 continuous features. As a
target label/class. Test data and training data are result, it is said that the data pre-processing is
divided in to two parts with 25 and 75 percentage increasing the success of the predictions up to %34.
correspondingly. As a result of this study, the most In recent studies, deep learning techniques are tried
successful method is artificial neural networks and to use to make predictions about customer churn [3].
second one is Naive Bayes classifier. They have They worked on unsupervised learning techniques
also explained some features as a reason of the and pointed to importance of decreasing the data
failure for support vector machines and the size. As a result, they express that the deep learning
insufficient number of the customer data. Another techniques give almost the same result with
study, about the customers in telecommunication gnsupervised learning techniques, but it needs to
sector has pointed to importance of the data pre- 1mprove.
processing before implementing the learning In another study in the literature, recursive neural
techniques [2]. Choosing the customers and the network is developed and according to the results
features correctly makes the algorithms more the model has shown high performance for
efficient. In this study, the authors explain the six predicting the behaviour of the customers [4].
phase of pre-processing as understanding the aim of Another advantage of recursive neural networks is
the work, understanding the data, processing the that it does not need any data pre-processing steps.
data, modelling and development. However, they It is said that the model had showed same or better
worked about particularly on decreasing and results with other vector-based results like logistic
preparing the data. regression. For similar methods such as logistic
Decreasing the data is choosing relevant features regression, neural networks and random forests,
from dataset and preparing the data is converting the fixed length vectors should be used, however
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creating correct vectors is usually difficult and take
much time. In this study, the proposed model is
handling with the difficulty.

In an impressive study, data of online
advertisement system is used and two important
points for big data analysis is discussed [5]. One of
them is insufficiency of data and another one is
choosing the suitable machine learning techniques.
The authors proposed architecture for managing the
customer-advertisement  relations. Online and
offline advertisement model is improved. Logistic
regression is  selected to predict correct
advertisements for customers. As a result, they
decided that the data which is collected within one
month is not sufficient. On the other hand, %85 of
customers click the advertisement that is selected
for themselves correctly and sale rate is increased by
accessing the target customers.

Telecommunication sector has also need
prediction techniques for customers. C.Cheng and
X. Cheng studied on telecom customer
segmentation in 2016 [6]. They compared
MSQFLA-K, SFLA, BFO and PSO algorithms and
stated that the proposed technique with MSQFLA-K
shows better segmentation performance comparing
to others.

2 Data Sets

2.1 Data Set-1

The first dataset that is used for this study is
consisting of 3.333 telecom customers’ data. There
are 20 features in total that 4 of them are nominal
and others are numeric and there is no missing value
[7]. We convert nominal values from yes/no to 1/0.
In the literature, choosing the features correctly has
big effect on the predictions. To be able to select
correct features we prefer to use attribute correlation
and ranker methods. The technique is using the
Pearson correlation for each feature and produces a
coefficient and for non-numeric attributes it
produces binary value by using weighted average.
Pearson correlation computes the statistical relation
between variables. Coefficients of the best 10
features can be seen in Table 1.

Table 1. Correlation Coefficients of Features

(ngggl;:l?; Feature Name
0.25985 International Plan
0.20875 Customer Service Calls
0.20515 Total Day Minutes
0.20515 Total Day Charge
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0.10215 Voice Mail Plan
0.0928 Total Eve Minutes
0.09279 Total Eve Charge
0.08973 Number Vmail Messages
0.06826 Total Intl Charge
0.06824 Total Intl Minutes

The degrees of correlations are assigned according
to interval of coefficients which is shown in Table 2.

Table 2. Degree of Correlation Coefficients

Degree Value
Perfect =~1
High Degree 0.5<d<1
Average Degree 0.3<d<0.49
Low Degree d<0.29

No Correlation d=0

We test machine learning algorithms with the
dataset two times that are with and without
dimension reduction. By looking degree of the
coefficients, we decide ten most affective features
from dataset. Thus, our 3.333x20 dataset became
3.333x10. Pearson correlation (r) coefficient is a
coefficient that represents the coherence of two
features as shown in below equation.

o nCw-C0E
JExT - ExPmE yi- )7l

(1)

2.2 Data Set-11

Our second dataset is used for testing of our new
approach. However, we also try other well-known
machine learning algorithms to find which method
is the best one for the churn analysis. Second dataset
consists of information about customers in telecom
sector. There are 20 features of 7.043 customers [8].
We use all of the features in the data set but need to
data conversion from nominal to numeric as shown
in the Table 3.

Table 3. Data Conversion for Data Set 2

Feature Type Conversion
Gender String Female :0 Male:1
Partner String No: 0 Yes: 1
Dependents String No: 0 Yes: 1
Phone Service String No: 0 Yes: 1
. . . No: 0 Yes: 1
Multiple Lines String No phone service : 2
. . No: 0 Fiber Optic: 1
Internet Service String DSL: 2
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. . . No: 0 Yes: 1
Online Security String No internet service: 2
. . No: 0 Yes: 1
Online Backup String No internet service: 2
Device Protection String No iI:t(;:rge tzzf';/ilce' ’
. No: 0 Yes: 1
Tech Support String No internet service: 2
. . No: 0 Yes: 1
Streaming TV String No internet service: 2
Streaming Strin No: 0 Yes: 1
Movies £ No internet service: 2
. Month-to-month: 0
Contract String One year: 1 Two year : 2
Paperless Billing String No: 0 Yes: 1
Mailed Check: 0
. Electronic Check: 1
Payment Method String Bank Transfer(Auto.): 2
Credit Card(Auto): 3
Churn String No: 0 Yes: 1
3 Methods

Our first aim is measuring the performance of the
machine learning algorithms with comparing the
original dataset and after dimension reduction. Our
classification methods are logistic regression (LR),
support vector machines (SVM), decision trees,
Naive Bayes (NB), artificial neural networks (ANN)
which are mostly used in previous studies. Our data
sets are divided into two parts as train set and test
set with %45 and % 55 of the data set
correspondingly. Time measurements can be seen
for the algorithms when we compare original data
set and reduced dataset in Fig. 1.
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Fig. 1. Time Measurements of Algorithms with

Dimension Reduction

From the Fig. 1, for SVM time difference is very
important because it became 3.12 seconds from 1.55
seconds when we use original data without any
dimension reduction. There are no dramatic results
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for other methods if we measure time only. Second
step for the analysis is looking the correct prediction
rates. When we look at the accuracy of the
algorithms, ANN is the most successful method, but
it takes more time. Detailed information about the
algorithms can be seen from Fig. 2. From the
graphics, dimension reduction is not a good idea for
churn analysis.

Accuracy of the Algorithms
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Fig. 2. Accuracy Rate of the Algorithms

Logistic regression is the second successful
method after ANN. LR can be preferable if the
constraint is time. Dimension reduction shows its
affects when we work with Naive Bayes. Accuracy
of the Naive Bayes in original dataset is %85 but
after dimension reduction accuracy reduced to %64.
On the other hand, time difference for Naive Bayes
algorithm is not much different, it is only 0.01
second.

4 New Approach

Result of our analysis, we saw that the LR and NB
methods are giving the fastest reply, but their
accuracy result is not as good as ANN. Thus, we
wanted to improve their correct prediction rate with
their high speed. For this purpose, we used the
probabilities from NB and LR as shown in the Fig.
3.
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Fig. 3. Work Flow of New Approach

First of all, we use Naive Bayes model and
logistic regression model with coefficients for each
feature by using same train data set. We use test
data set with the models that is used with train data
set for prediction. Multiplication of two
probabilities Li and Pi from two models is used to
determine class of each data. If multiplication of
two probability is greater than 0,5 then class is
written as 1 otherwise 0. Class value 1 means that
there can be customer churn otherwise it means no
churn. In the literature, there are some similar
hybrid methods that the authors used average of the
probabilities [9]. We also try the method, but our
approach gives better results for churn analysis.
Confusion matrix of our new methods can be seen
from the Table 4.

Table 4. Confusion Matrix of New Approach for

Data Set 1
Predicted Class
1 0
Actual Class 1 TP: 32 FP: 261
0 FN: 23 TN: 1517

Performance measurements of the method are
calculated in the Table 5.
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Table 5. Performance Measurements of New

Approach for Data Set - |

Accuracy 0.8451
Fault Rate 0.1549
Precision 0.5818
Recall 0.1092
F-Score 0.1839

When we compare our method with NB and LR
separately, accuracy is better than them, but we need
to make better fault rate and precision. To be sure,
the method is tested with a second dataset.
Confusion matrix of the method by using second
data set can be seen from Table 5. Accuracy with
second data set is %79.73 for new method, on the
other hand accuracy of ANN method with second
dataset is %78.4 which is less than our new
approach.
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Fig. 4. Accuracy of New Method Comparing to
Other Methods

5 Conclusions

In our article, firstly we measure the time for the
well-known machine learning methods that are
SVM, NB, ANN, and LR for the churn analysis. We
compare the time to understand how dimension
reduction in data set affects. ANN is the slowest
method and LR is the fastest one. However,
dimension reduction has the biggest effect on SVM,
so it can be logical to reduce dimension of the data
set if SVM will be used. On the other hand, when
ANN, LR and NB is used, dimension reduction does
not make any sense as the manner of time but it
reduce the accuracy of the methods, thus dimension
reduction is not recommended when we use the
methods for churn analysis.
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We propose a new approach by using LR and
NB and tested it with two different datasets. For the
data set 1, our new method shows better
performance than LR and NB but not ANN. When
we try it with data set 2, new method shows the best
performance even more than ANN. As a result, even
new approach has high prediction rate, there are
another performance measurement that is needed to
improve like precision, recall and fault rate. In
general, ANN gives the highest result as we
expected. Furthermore, from this study we
understand that dimension reduction is not always
good idea.
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